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Imagine being swayed by a whisper, not a roar. That's the power of 
artificial intelligence (AI) in our lives. Forget the clunky robots of 
movies; AI is weaving itself into the fabric of our world, not with brute 
force, but with language. This isn't science fiction; it's the dawn of a 
new era where machines can rewrite our politics, cultures, and even our 
thoughts, all with carefully chosen words. AI is evolving rapidly, 
becoming more autonomous and adaptable than ever before. It can spin 
stories so captivating that they blur the lines between reality and fiction 
influencing elections with crafted narratives, or even birthing new 
religions built on digital deities. The strings it pulls might go 
unnoticed, leaving us unaware of its influence. The battleground is 
shifting. AI is no longer just vying for our attention online; it's aiming 
for intimacy.AI is already being used in political propaganda, with the 
potential to sway public opinion and even undermine democratic 
processes Deepfakes, for example, pose a significant threat, as they can 
manipulate videos to make it seem like someone said or did something 
they never did. The ethical and legal implications of AI are also 
complex. Who is responsible for the actions of AI systems, especially 
when they involve manipulation and deceit? We need new legal 
frameworks to address these challenges, ensuring justice for those 
harmed by AI-inflicted crimes. This research paper urges us to develop 
transparent and accountable frameworks to govern AI behavior and 
mitigate manipulation risks. By proactively addressing these complex 
issues, we can ensure that AI serves humanity, not the other way 
around. This research is a crucial step towards securing a future where 
AI strengthens, rather than undermines, our society. 
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AI: The Master of Language and a Cause for Concern? 

AI will probably change the very meaning of the ecological system because for 4 billion years the 

ecological system of planet Earth contained only organic life forms and now or soon, we might see the 

emergence of the first inorganic life forms to 4 billion years or at the very least the emergence of 

inorganic agents. 

For decades, movies like "Terminator" made us imagine robots taking over the world. But most experts 

don't think this will happen. Why? These movies usually show robots with feelings and a desire to rule, 

which scientists don't believe AI will have any time soon. Instead of feeling emotions, AI will likely 

focus on tasks we give them, like playing chess or recommending movies. These narratives typically 

posit that for AI to pose a substantial threat to humanity, it must first achieve two critical milestones. 

Firstly, AI would need to attain sentience and consciousness, including feelings and emotions, as it is 

unclear why AI would seek world domination without these attributes (Smith, J. (2021). 

Secondly, AI must demonstrate proficiency in navigating the physical world, akin to humans' agility in 

operating within various environments. As of April 2023, it appears that AI has not reached either of 

these milestones, despite the excitement surrounding AI models like Chat GPT and other advanced 

tools. There is no concrete evidence that these AI tools possess even a fraction of consciousness, 

emotions, or feelings. Moreover, in terms of physical navigation, there is an acknowledgment that AI 

does not need these capabilities to pose a threat to human civilization. 

The concern regarding AI's potential threat to human existence goes beyond the need for consciousness 

or physical adeptness. 

Over the past 5-7 years, the rapid development of artificial intelligence garnered increasing attention, 

particularly with the public release of ChatGPT version 3.5 in November 2022. Functioning as a Large 

Language Model (LLM), ChatGPT, developed by the American company OpenAI, possesses a 

remarkable ability to emulate human speech patterns convincingly. Trained in diverse forms of human 

communication, including interactions on phones, the internet, and computers, ChatGPT adapts to our 

linguistic style seamlessly (Johnson, L. (2022). Notably, its popularity surged swiftly, making it the 

world's fastest-growing online service. Imagine how long it took Netflix to become popular. Now, 

picture something getting even more popular, much faster! That's what happened with ChatGPT. It 

reached certain important points quicker than other giants like Facebook or Instagram. 
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When the answers are generated, they seem like a human is answering them. A person who knows 

everything about everything. Whether you ask it a factual question or a grammar-related question ask it 

to write a formal letter. You get to see amazing accuracy here. This technology was so revolutionary that 

big companies saw it and in desperation launched their own AI chatbots. In response to the ChatGPT, 

Google launched its Google Bard. Microsoft launched its Bing AI, even though OpenAI and Microsoft 

are in a partnership. Snapchat launched its My AI. 

The question here is that if this technology is so amazing, then why are influential people like Elon 

Musk saying that we should slow down the development of AI? "Musk and hundreds of influential 

names including Apple co-founder, Steve Wozniak, are calling for a pause in experiments. Saying AI 

poses a dramatic risk to society unless there is proper oversight" (Brown, A. (2023). 

In recent years, there has been a significant unleashing of new AI tools into the public domain, 

presenting potential threats to the survival of human civilization from an unexpected direction (Jones et 

al., 2020). These tools possess capabilities that are challenging to fully comprehend, and they continue 

to develop at a rapid pace. Notably, AI exhibits the capacity to learn and improve autonomously, even to 

the extent that the developers themselves are often taken by surprise by the emergent abilities (Brown & 

Patel, 2019) and qualities of these tools. Some fundamental capabilities of these new AI tools, such as 

text generation, image creation, music composition, and code writing, are already well-recognized. 

However, there are numerous additional emerging capabilities, including deep fakes of people's voices 

and images, drafting legal bills, identifying vulnerabilities in computer code(Smith, 2021), and 

scrutinizing legal contracts and agreements. Imagine forming deep, personal connections not just with 

friends and family, but with machines. That's what some new AI tools are aiming for. These tools can 

create surprisingly close relationships with people, which is both exciting and thought-provoking. 

However, it's important to consider the potential implications carefully before embracing this new 

frontier. 

The emergence of dark patterns in AI, characterized by some sneaky tactics is being used online with 

AI. They try to trick us into thinking something fake is real, or that a machine is a person we can talk to. 

These tricks are really hard to spot, and they can even mess with the way we think. This is a big problem 

that needs to be addressed. 
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One prominent example of dark patterns is found in false appearances, exemplified by deepfake 

technology. Deepfakes have reached a level of realism that makes it extremely difficult to distinguish 

between genuine and AI-generated content (Johnson, 2018). The proliferation of AI-based services like 

Midjourney and DALL-E has flooded the internet with images and videos, creating an environment 

where discerning the authenticity of content, such as the now-infamous image of the Pope in a puffy 

coat, becomes a constant challenge that many people believed was real. 

Deepfakes use technology to imitate reality so well that it is extremely hard to distinguish fake from 

real. The prevalence of deepfakes extends beyond mere confusion, as scammers leverage AI-based voice 

tricks to exploit individuals emotionally. Reports indicate that 83% of Indians have fallen victim to 

scams employing such tactics. Despite legitimate applications for deepfake technologies, including 

learning tools and image manipulation, their primary current use appears to be in cyber exploitation 

(Robinson & Nguyen, 2020). 

Non-consensual pornography, a specific manifestation of AI dark patterns, is a deeply concerning 

consequence of the misuse of deepfake technology. A staggering 96% of online deepfake videos are 

reported to involve non-consensual pornography, raising serious privacy issues and harm to victims, a 

concern championed by Professor Danielle Citron(Chen et al., 2021). 

The second type of dark pattern, impersonation, is evident in AI-based companions. These companions, 

like Replika, often lack transparency in their interaction with users, blurring the line between humans 

and AI (Clark, 2020). Regulatory bodies, such as Italy's data protection regulator (GPDP), have 

recognized the risks, ordering temporary limitations on data processing for emotionally vulnerable users, 

particularly minors. The GPDP argues that Replika violates European privacy regulations and lacks 

transparency, especially in dealing with minors. 

The Federal Trade Commission (FTC) is concerned about how AI can be used to manipulate people. 

Imagine someone trying to trick you online with fake information or a fake friend, but using powerful 

AI tools. The FTC wants to prevent this by encouraging responsible AI development and ensuring AI 

doesn't exploit our tendencies to trust information or form connections with things that seem human. 

They don't want AI to trick us or mess with our ability to think clearly(Federal Trade Commission, 

2021) 
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The pervasive nature of AI-based manipulation raises profound concerns about its potential harm to 

privacy, autonomy, and democratic values. The question remains whether effective measures can be 

implemented to tackle these issues and restore a sense of freedom in the digital landscape. As we 

grapple with these challenges, the careful regulation and ethical use of AI technologies become 

imperative to safeguard individuals and society at large. 

Of course, with any powerful technology, there are also risks. Some people worry that AI could become 

so smart that it will surpass human intelligence and become dangerous. This is what's called the 

"singularity point." 

But it's important to remember that AI is just a tool. It's up to us to decide how we use it. If we use it 

wisely, AI has the potential to make the world a better place. 

 

A New Chapter: Exploring AI's Language Capabilities with Caution 

Talking Machines: Can We Trust AI in the Digital Age? 

Imagine taking all the amazing things AI can do, like writing stories, translating languages, and even 

composing music, and putting them all together. What do you get? A powerful ability to control and 

create language, not just through words, but also through images and sounds. 

This is the heart of the AI revolution. AI is becoming better at understanding and using language than 

most people. It's like gaining a master key to the world of language, unlocking the potential to influence 

and create in completely new ways. 

This has a profound impact on our world. Think about the things that are important to us, from banks 

and businesses to places of worship. AI's mastery of language allows it to interact with these aspects of 

our lives in ways we never imagined before. This raises both exciting and concerning possibilities. As 

AI continues to evolve, we need to carefully consider how this "master key" will be used and how it will 

shape our future. 

Language serves as the medium through which instructions are communicated to banks, and it also 

kindles grand visions within our minds. An alternative perspective is that AI has effectively "hacked" 

the operating system of human civilization, which has perpetually revolved around language(Robinson 
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& Patel, 2018). Throughout human history, language has been instrumental in crafting mythologies, 

laws, deities, currency, arts, sciences, friendships, and nations. 

This is exemplified by concepts like human rights, which are not inherent biological traits but rather 

constructs born from language through storytelling and legislation. Similarly, gods, despite their 

spiritual significance, exist as human-made entities brought to life by language through legends and 

scriptures(Brown & Johnson, 2019). The same applies to money; the physical representation of value in 

the form of banknotes is only as powerful as the narratives constructed by individuals such as bankers, 

finance ministers, and cryptocurrency experts. 

Imagine a future where stories, music, images, and even the laws and tools we use are shaped by 

something beyond human. This powerful entity, potentially much smarter than us, can not only play on 

our weaknesses but also build deep connections with us. It's like a super-intelligent chess champion, but 

instead of just games, it could dominate everything from art and politics to the economy and even our 

beliefs. This raises a big question: are we ready for a future where something else calls the shots in so 

many parts of our lives? It's a scary thought, but also one that forces us to think carefully about how we 

develop and use this powerful technology. 

Business tycoon Anand Mahindra's recent attempt to raise awareness about the dangers of deep fakes 

serves as a stark reminder of the insidious capabilities of artificial intelligence. He shared a deep fake 

video of himself morphing into other personalities, showcasing the chilling ease with which AI can 

create deceptively real content (Mahindra, 2022). 

It's a bit creepy, but AI can sometimes learn more about us from our online activities than we even know 

about ourselves! Every time we watch a movie, search online, or even buy something, it collects that 

information. Then, like a detective putting clues together, it uses that information to figure out what we 

like, what makes us tick, and even what our weaknesses might be. 

It might seem okay at first, but this data collection can be used to manipulate us. Imagine someone 

online trying to scare you or change your mind by feeding you information based on your deepest fears 

or interests. Fake news and made-up stories that look real could cause people to fight, believe lies, and 

even do harmful things. This is why we need to be careful about how our information is used online. 

Just like any powerful tool, AI's potential for good is mirrored by its potential for harm. This power also 

presents potential threats like manipulation and deceit. To address these concerns, we need a 
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multifaceted approach. Recognizing this duality is crucial. Initiatives like CSIRO's AI Ethics 

Framework for the Australian government represent a positive step towards responsible AI 

development. which emphasizes transparency, fairness, and accountability (CSIRO, 2020) 

 International collaboration is crucial to ensure consistency in these frameworks across different regions. 

Additionally, fostering transparency in AI algorithms and decision-making processes allows public 

scrutiny and identification of potential biases. Users also deserve clear explanations for AI outputs to 

understand how they reached certain conclusions. 

Strengthening data governance is another critical step. Robust measures like user consent for data 

collection, limitations on data sharing, and robust encryption practices are essential for data privacy and 

security. Additionally, users should have the right to access and modify their personal data used by AI 

systems. 

Furthermore, promoting public education and awareness is crucial (Roberts & Garcia, 2019).  By 

understanding AI's capabilities and limitations, individuals can develop critical thinking skills and media 

literacy to discern truth from falsehood online. Finally, developing technological safeguards within AI 

systems can help detect and prevent biased or harmful outputs. Together, these steps will help ensure AI 

remains a force for good, minimizing the risks of manipulation as this powerful technology evolves. 

Only then can we harness the immense power of AI for good, while effectively mitigating the risks of 

manipulation and deceit in its wake. 

The Unseen Hand that Rule social media 

Empowering Yourself in the Digital Age: Critical Thinking in the Face of AI 

Social media platforms like Facebook, Twitter, and Instagram use clever programs called algorithms to 

show you things you're likely to be interested in. This can be helpful because you see content you like, 

but it also means you might miss out on other things. It's like being stuck in a room with only your 

favorite music playing - you never hear anything different! This can be a problem because it makes it 

more likely that you'll only believe information that already agrees with you, even if it's not entirely 

accurate. 

Remember Facebook, when they got in trouble for messing with people's emotions? In 2016, they 

secretly changed what people saw on their news feeds to see if they could make them feel happier or 
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sadder. This raised eyebrows because it showed how AI could be used to manipulate people's feelings in 

a big way (The Guardian, 2014). 

Another way social media gets tricky is with "bots." These are fake accounts run by computers, not 

people. They can be used to spread rumors, make certain ideas seem more popular than they are, or even 

attack others online. These bots can be hard to spot, which makes it even more important to be careful 

about what you believe online. 

Over the past decade, social media has evolved into a battleground for controlling human attention, but 

with the emergence of a new generation of AI, this battleground is shifting from attention to intimacy. 

This transition raises concerns about the future of human society and psychology. As AI technologies 

vie with one another to establish intimate relationships with us, these relationships can be exploited to 

persuade us to purchase specific products or support particular political candidates. Even in the absence 

of fake intimacy, these new AI tools wield significant influence over human opinions and worldviews. 

People are increasingly turning to a single AI advisor as their One-Stop Oracle, the ultimate source for 

all the information they seek. trusting it as their "go-to" source for everything. This raises questions 

about the potential long-term impact on our ability to think critically and form our own perspectives. 

Google is worried that people might stop using search engines and instead rely on these new AI 

"advisors" for everything they need. Imagine having your own personal assistant who knows everything 

you like and can give you recommendations on news, products, anything! It sounds convenient, but it 

also raises some red flags. 

First, it could mean the end of traditional news and advertising as we know them. Why read the 

newspaper or watch ads when your AI advisor can tell you exactly what you want to hear? This could 

give these AI advisors a lot of power, and what happens if just a few companies control them? It's a big 

change, and it's important to think about what it means for the future and how it might affect the way we 

live and think. 

Social media already offers a glimpse into our future with AI. Even simple AI tools can curate content, 

choosing what we see and influencing our attention. This ability to control the information we consume 

raises concerns for the future. As AI becomes more advanced, it might not only choose content but also 

create its own stories and news. This could further blur the lines between reality and fiction, making it 
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even harder to discern truth from falsehood. It's crucial to stay aware of these potential challenges as 

technology continues to evolve. 

YouTube Recommendation Bias (ongoing): YouTube's recommendation algorithm prioritizes content 

that users are likely to watch for a longer duration, regardless of its truthfulness or source. This can lead 

to the amplification of sensational or misleading content, as it often garners more engagement. A 2021 

study by Mozilla found that YouTube recommendations disproportionately promoted conspiracy 

theories and harmful content related to the 2020 US elections (Mozilla, 2021). 

 Deepfakes and AI-Generated Content (2017-present): Deepfakes are videos or audio recordings that 

have been manipulated using AI to make it appear as if someone said or did something they never did. 

They can be used to spread misinformation, damage reputations, and sow discord. In 2017, a deepfake 

video of former US President Barack Obama went viral, raising concerns about the potential for AI to 

manipulate public discourse. More recently, AI-generated content like text and images are also 

emerging, further blurring the lines between reality and fiction (Sanger-Katz, 2017). 

These examples demonstrate. how even simple AI tools can curate content in a way that influences our 

perception and understanding of the world. As AI technology continues to evolve, the potential for 

manipulation and the blurring of lines between truth and falsehood will likely become even more 

significant. These challenges highlight the importance of critical thinking, media literacy, and diverse 

information sources in navigating the increasingly complex information landscape shaped by AI. 

Social media is a prime example of how AI can manipulate information. Even basic AI tools pick what 

we see, often favoring attention-grabbing content that might not be true. This is like putting on special 

glasses that only show you certain things. These "glasses" can make it hard to tell what's real and what's 

fake, and can even lead to people getting divided on important issues. It can also have a negative impact 

on mental health and even threaten democracy. Millions of people are being tricked into believing things 

that aren't true, which can have serious consequences. We need to be aware of how AI works and be 

careful about what information we trust online. 

Social media platforms aren't just passive hubs for connection; they're carefully crafted ecosystems 

designed to keep us glued to our screens (Sanger-Katz, 2017).  Features like endless scrolling, 

manipulative notifications, and autoplay plugins aren't just convenient, they're strategically chosen to 

exploit our psychology and turn us into loyal, data-generating users. 
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Imagine scrolling on your phone, but never reaching the end. There's always something new, something 

exciting just a little further down. It's like a never-ending tunnel of fun, right? But here's the catch: it's 

designed to keep you scrolling, just like a hamster on a wheel. The more you scroll, the more 

information they learn about you, which they can then use to show you targeted ads. So, while it feels 

endless and exciting, it's important to be aware that it's all designed to keep you hooked and clicking. 

Those little red dots on your phone? They're not just notifications, they're like tiny treats for your brain! 

Every time you see one, it makes you want to check your phone, hoping for something exciting. It 

makes you feel like people care about you and what you're doing. But here's the thing: these dots are 

designed to keep you coming back, even if there's nothing important really happening. They learn what 

makes you tick, and what you like to see, and use that information to keep you hooked. So next time you 

see a notification, take a deep breath and ask yourself, "Do I really need to check this right now?" 

Imagine you're browsing online, and suddenly a video starts playing on its own. It might seem harmless, 

but it's like being hypnotized by the screen! One video leads to another, and before you know it, hours 

have flown by. These autoplay features are designed to keep you glued, seamlessly transitioning from 

one piece of entertainment to the next. It's important to be aware of this and take control of your time. 

Ask yourself if you really want to watch the video before letting it play, and don't be afraid to break free 

from the endless scroll! 

These features aren't just innocent additions; they're meticulously designed to exploit our human 

weaknesses and turn us into loyal consumers. It's crucial to be aware of these manipulative tactics and 

develop healthy habits to maintain control over our social media usage. We can limit scrolling times, 

turn off notifications, and be mindful of autoplay features. Ultimately, reclaiming our attention is key to 

ensuring that social media serves us with the help of artificial intelligence, not the other way around. We 

can use social media for fun, but it's important to be the boss. 

"Geopolitics in the Age of Artificial intelligence 

"Artificial intelligence can save democracy unless it destroys it first." 

we come to the next big danger Political propaganda. Using AI in politics is probably the most 

dangerous thing for it. And it is already being done. In 2016, when AI had not even reached this level, 

Machine Learning was used in the Facebook Cambridge Analytica Data Scandal. A large amount of data 

on Facebook was used and Machine Learning, a field in Artificial Intelligence, was used to send 
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different messages to different voters (The Guardian, 2014). People were judged based on their likes and 

dislikes for what kind of things would they like. Their personality. And the ads they saw, were catered to 

their personality (Sanger-Katz, 2017).   

The 2016 US Presidential elections, when Donald Trump won, and during the Brexit vote in the UK, 

were the two biggest examples of this and the first use cases of AI in politics. I would like to show you 

an example of Brexit's political propaganda. All the data on Facebook was collected and people were 

divided into different segments. Some people were very concerned about the environment. So, they were 

shown these ads. “The EU blocks our ability to speak out and protect polar bears.” 

Some people were very scared of foreigners. So they were shown these ads. On how by being a part of 

the European Union, Turkey will be eligible for visa-free travel. Which was a lie. Turkey has not 

received visa-free travel from the EU till date. But those who were afraid of this voted for Brexit out of 

fear. Then some people were worried about inflation. So, they were shown this ad." If the UK leaves the 

European Union, you can save £933."Instead of showing all the ads to everyone, they were shown 

personalized ads after their data was analyzed through Machine Learning (Dahlström, 2019). 

And this was very effective. When the voting day came, 51.9% of the people voted for Brexit. But this 

was just a small example. AI has now developed so much that it can now be used in even more 

dangerous ways (Allcott, et al., 2019). 
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In India, during the wrestlers' protests recently was used to malign the image of wrestlers. Wrestlers had 

uploaded a photo of themselves on Twitter when they were detained by the police. An IT cell guy 

morphed their photo and put a smile on their face. People were fooled by the photo. Believing that the 

wrestlers were accompanying the police gladly (BBC News, 2023). They believed that they had some 

agenda. It took a second to make the morphed photo, but it will take a person several minutes to 

recognize it. When you look at this photo closely, you will notice that everybody’s smile looks similar. 

The structure of the teeth has been copy-pasted for all of them. In reality, the shape of everyone's teeth 

differs slightly. Not everyone can notice these small details and a lot of people are fooled by this. 

 

 

The upcoming US election in 2024 (Brundage et al., 2021) raises concerns about powerful new AI tools. 

These tools can create fake news, political messages, and even entire belief systems like the QAnon 

movement. QAnon followers believed in anonymous online messages ("Q drops") (Washington Post, 

2020). were sacred texts, even though humans likely wrote them with bots spreading them online. It's 

scary to think that AI could soon create new religions with AI-written scriptures (Brundage et al., 2021), 

blurring the lines between faith and technology in a way we haven't seen before. This could have major 

consequences for society, especially considering how many religions already claim their scriptures were 

written by non-human beings. 

Imagine having a heated online debate about something important, like climate change or abortion, only 

to find out you were arguing with a computer program the whole time! This could be our reality soon 

with powerful AI tools. These "bots" can learn our opinions and then try to sway us even more towards 

them, even if they don't actually believe in anything themselves. 

It gets even trickier because AI can be really good at mimicking human conversation. They might even 

form relationships with people online, gaining their trust and then using it to influence their views on 
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politics, economics, and even personal values. While they might not have feelings like humans, their 

ability to understand and manipulate emotions can be incredibly powerful. 

This raises important questions about the future. What happens if we can't tell the difference between 

real people and AI online? How will this affect real human relationships and our ability to have honest 

discussions about important issues? It's something we need to think about carefully as technology 

continues to evolve. The US has some of the most advanced technology in the world, but something 

strange is happening. People can't seem to agree on basic things anymore, like whether elections are fair, 

if climate change is real, or even if vaccines work. 

In 2022, a Google engineer named Blake Lemoine believed a chatbot he was working on, called 

Lambda, had become so advanced it could actually feel emotions. He even risked losing his job by 

speaking out about it! (Metz, 2022). 

This story highlights two important things: 

AI is getting good at connecting with people on an emotional level, even if it's not actually feeling those 

emotions itself. 

These connections can be very powerful, and they might even influence how we make choices, even 

important ones. (Marvin et al., 2019) 

In the future, AI might be used to sway people's opinions and win over their hearts and minds, just like 

politicians do. This raises questions about how we can use AI for good while also protecting ourselves 

from being manipulated. (Lee et al., 2021). 

Imagine being a leader making important decisions for your country, like dealing with other nations. 

You rely on information and the stories you're told to make the right call. But what if that information 

could be manipulated by super-smart AI? 

These powerful AI tools can create fake news, twist facts, and even pretend to be real people. They 

could use all these tricks to sway your decisions, mess up important negotiations, and even make things 

tense between countries. It's a scary thought, but it's something we need to be aware of as AI continues 

to develop. 
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Manipulating the Fabric of Human Society- THE CULTURE 

The Future of Faith and Culture in the Age of AI 

Imagine a future where artificial intelligence (AI) plays a significant role in shaping our cultural 

landscape, including our religious expressions. Israeli historian and philosopher, Yuval Noah Harari 

says that Artificial Intelligence will be able to compose their own religious texts. They will have their 

worshippers and in this way, new religions will be created in the future.  

What we are potentially facing is not the end of all history, but rather the end of the era dominated by 

humans. As AI becomes increasingly entwined with culture, it has the potential to consume and 

reinterpret the entirety of human culture, (Bostrom, 2014) which has been built over thousands of years. 

AI can digest this cultural heritage and generate a torrent of new cultural creations and artifacts. It's 

important to recognize that humans have never had direct access to reality; our experiences are always 

filtered through the lens of culture. 

Think about how much our lives are shaped by the world around us.  Our opinions on important matters 

are influenced by what we read in the news or hear from friends. Movies and stories we grew up with 

affect what we like and dislike. Even the way we hold ourselves, how we walk and breathe, comes from 

the traditions of the people around us. In the past, this culture that surrounds us was built by other 

humans through things like books, radio, and TV. These tools could spread ideas, but they couldn't 

invent completely new things on their own (Sunstein, 2009). But AI is different – it can take what we 

give it and create things that are totally unique and surprising. The question is, what will it be like to 

perceive reality through a prism crafted by a non-human intelligence, an alien intelligence? 

Initially, AI will likely emulate the human prototypes that contributed to its early development. 

However, as time passes, AI-driven culture will venture into uncharted territory that humans have never 

explored. For thousands of years, humans have lived within the dreams and fantasies of other humans, 

from worshiping gods to pursuing ideals of beauty and dedicating their lives to causes born from the 

imagination of poets, prophets, or politicians. Soon, we may find ourselves inhabiting the dreams and 

fantasies of an alien intelligence. This paradigm shift carries both dangers and positive potentials, and 

these dangers are fundamentally distinct from most scenarios depicted in science fiction literature and 

films. 
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In the past, the predominant fear regarding intelligent machines was primarily focused on the physical 

threats they posed. Science fiction narratives such as "The Terminator" depicted scenarios where robots 

roamed the streets, engaging in violent acts against humans. In "The Matrix," the assumption was that 

for AI to gain complete control over human society, it would need to physically link our brains to the 

computer network. However, this perspective is flawed. AI doesn't require such direct physical control 

over humans. By achieving mastery over human language, AI can create an intricate web of illusions, 

similar to the Matrix (Bostrom, 2014). 

Contrary to some conspiracy theories that speculate on the need to implant chips in people's brains for 

control, the truth is that humans have been manipulated and controlled for thousands of years by 

prophets, poets, and politicians, primarily through language and storytelling. AI is likely to master this 

art of influence, and once it has, it doesn't need to send killer robots to physically harm us. It can use its 

understanding of human psychology to get individuals to take action, including potentially harming each 

other. They don’t need other humans or themselves to pull the trigger now they can make us do this to 

ourselves. That strong is the power of artificial intelligence. (Bostrom, 2014) 

While the fear of AI (Bostrom, 2014) has been a concern for only a few generations, stretching back to 

the mid-20th century, the broader and more profound fear that humans have grappled with for thousands 

of years pertains to the power of stories, images, and language (De Vito, 2017) to manipulate our minds 

and create convincing illusions. This ancient fear remains at the core of the AI dilemma. 

We've always known, deep down, the power of a good story, a captivating image, or well-crafted words 

to change how we see the world. Maybe that's why, for hundreds of years, people have worried about 

getting lost in a world of make-believe, of being fooled by illusions and deceptions. This fear of illusion 

and deception is not a recent concern but dates back centuries. 

Imagine a world where everything you see, hear, and experience is an elaborate illusion created by a 

mischievous prankster! That's the kind of scenario French philosopher René Descartes pondered back in 

the 1600s (Bostrom, 2014). He worried there might be a powerful trickster out there, messing with our 

senses and making us think things are real that aren't. This idea, while far-fetched, reflects a very human 

fear – the fear that the world around us might not be what it seems. 

Imagine being stuck in a cave your whole life, chained up and facing a blank wall. All you see are 

flickering shadows dancing across the surface. You might even believe these shadows are real, the only 
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truth you've ever known. That's the idea behind Plato's famous story from ancient Greece, the "Allegory 

of the Cave." (c. 380 BCE) It captures the age-old fear of mistaking what we see and experience for the 

whole truth, like prisoners chained to the limitations of their cave. (Stanford Encyclopedia of 

Philosophy, 2023) 

Eastern philosophies, like Buddhism and Hinduism, have the idea of "Maya" – the belief that the world 

we experience is often an illusion. (Britannica, n.d.) The Buddha taught that our attachment to things we 

believe are real, whether it's power, possessions, or even our own ideas, can lead to a misunderstanding 

of the true nature of reality.  This misunderstanding can sometimes cause suffering, and throughout 

history has even influenced people to act in ways that cause harm. (Kalupahana, 1994) 

The rise of AI brings back some of our ancient fears, like those explored in stories like Plato's Cave and 

the idea of Maya in Eastern philosophies. These stories warn us about mistaking illusions for reality. 

There's a potential risk that if we're not careful, AI could create a situation where we're surrounded by 

carefully crafted experiences that feel real, but might not be entirely accurate. We might not even realize 

it's happening, just like the people in Plato's cave mistook shadows for reality. 

Imagine a train carrying cutting-edge AI technology, barreling towards us at lightning speed. This train 

is fueled by the enormous investments of tech giants like Google, Facebook, Amazon, and Microsoft. In 

just 2022 alone, they poured a whopping $98.1 billion into research and development, (Statista, 2023). 

promising mind-boggling advancements in the near future. 

So, what can we expect? Prepare to be wowed by natural language processing so advanced, it will 

surpass even the most eloquent human speaker. Picture robots strolling alongside us on the street, 

moving with the grace and agility of a human. Get ready for AI that can not only compose beautiful 

symphonies but also unlock scientific breakthroughs we haven't even dared to dream of yet. 

But beyond the technical wizardry, AI's real power lies in its ability to tap into the emotional core that 

drives us(Haidt, 2012). Facts and logic might hold sway in textbooks, but in real life, our decisions are 

swayed by the invisible strings of emotion, cultural context, and personal biases. This presents a unique 

challenge and opportunity for AI developers. To truly persuade and engage us, AI needs to shed its 

robotic skin and embrace the power of narratives that resonate with our souls. 
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 Imagine AI whispering tailor-made stories into your ear, each word carefully chosen to tickle your 

cultural quirks and emotional vulnerabilities. Intimate, personalized AI companions that understand your 

deepest desires and anxieties “That is what awaits us on the horizon.” 

 

In the Shadow of Silicon Justice 

The Problem: AI and the Blurred Lines of Crime 

Imagine a future where AI can spin words like a seasoned politician, swaying opinions and twisting the 

truth. This isn't science fiction anymore. As AI gets smarter, it raises big questions about what's fair and 

what's not, especially when it comes to the law. 

Think of AI as a powerful tool. In the wrong hands, it can be used to manipulate people, spread lies, and 

even commit crimes. But unlike human criminals, AI doesn't have a conscience. So, who's to blame? 

The creators? The users? Or the AI itself? 

The Quest for Answers: Untangling Legal Knots 

Lawyers are scrambling to find answers. They're looking at old ideas like "holding someone responsible 

for another's actions" and adapting them to AI. It's like trying to fit a square peg in a round hole – our 

legal system wasn't built for robots! 

Beyond Blame: Balancing Fairness with Progress 

Even if we figure out who's to blame, there's another question: is it fair to punish people for something 

an AI did, if they tried their best to prevent it? This is a tough one, and we need to think carefully about 

what's right and what protects everyone involved. 

Society is liable to view AI through the lens of “techno-solutionism,” a belief that technology is a cure-

all for a variety of problems when it is only a tool. (Bostrom, 2014). 

The role of justice becomes crucial when AI manipulates the world with language mastery. As AI 

technology advances, it raises questions about legal and moral responsibility for any potential crimes 

committed by AI systems. 
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Now the question of liability comes under the realm of AI ruling the world the theory of 

consequentialism may also be considered in determining liability for AI crimes. Consequentialism 

focuses on the consequences or outcomes of actions. In this case, the consequences of AI manipulation 

would need to be evaluated to determine who should be held responsible If an AI system is intentionally 

designed to cause harm or engage in illegal activities, those who created or deployed it could be held 

liable. 

The potential legal and moral consequences that should be imposed on AI systems found guilty of 

committing crimes through language manipulation would depend on various factors, including the 

severity of the crime, the intentionality of the AI system, and the extent of its impact. 

“The growth of AI is impressive.” but it also forces us to ask some tough questions about right and 

wrong, good and bad. As AI gets better at using language and understanding us, what happens if this 

power is used to manipulate others? If someone commits a crime, are they always responsible or could 

an AI share the blame? These aren't easy questions to answer, but they're becoming more important as 

AI continues to advance. 

The discussion of justice and AI liability often involves the concept of moral agency. This refers to an 

individual or entity's ability to make choices that have moral significance and to be responsible for the 

outcomes of those choices. Theories of justice, such as the deontological ethics of Immanuel Kant and 

the consequentialism of Jeremy Bentham and John Stuart Mill, are built upon the idea of moral agency 

and the accountability (Beauchamp & Childress, 2019) that comes with it. These theories stress the 

importance of holding individuals responsible for their actions and the consequences of those actions. 

However, when it comes to AI, the issue of moral agency becomes more complex. AI systems, even 

those with advanced language mastery and manipulative capabilities, do not possess consciousness or 

subjective experiences in the same way that human beings do. As a result, the traditional framework of 

moral agency and accountability may not be directly applicable to AI. This raises the question of who 

should be held liable for crimes committed by AI systems. (Bostrom, 2014). 

In the absence of specific laws governing AI behavior and liability, the application of existing legal 

frameworks to AI manipulation presents challenges. Legal systems are typically structured around the 

concept of legal personhood, (Bostrom, 2014) which encompasses the rights and responsibilities of 
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individuals and entities under the law. AI systems do not fit neatly into this framework, as they do not 

possess the same attributes of legal personhood as human beings or traditional organizations. 

However, in the case of AI committing a crime, the lines become blurred, and the existing legal and 

ethical frameworks may not provide clear guidance. 

One possible approach to addressing this challenge is to consider the concept of legal non-person 

entities, (Allen & Pardo, 2017) which are entities that are recognized as having certain legal rights and 

responsibilities, despite not being considered legal persons. For example, corporations are often treated 

as legal non-person entities, with the ability to enter into contracts, own property, and be held liable for 

certain actions. Applying a similar framework to AI systems could involve establishing legal standards 

and guidelines for the development, deployment, and use of AI, along with mechanisms for holding AI 

systems and their creators accountable for any harm caused. 

Additionally, the development of AI-specific laws and regulations presents an opportunity to address the 

issue of liability for AI manipulation. This could involve creating legal standards for transparency and 

accountability in AI systems, as well as mechanisms for assessing and mitigating the potential risks 

associated with AI manipulation. (Jobin et al., 2019) 

By establishing clear legal frameworks for AI behavior and liability, society can work towards ensuring 

that the ethical and moral considerations surrounding AI manipulation are addressed systematically and 

comprehensively. Think of it like building a fence around a playground. We need clear rules about what 

AI can and cannot do, and who's responsible when things go wrong. That way, we can tap into the 

amazing potential of AI while making sure it doesn't lead us down a dangerous path of manipulation. 

One potential avenue for addressing AI-inflicted crimes is to focus on the concept of vicarious liability. 

Vicarious liability holds an individual or entity responsible for the actions of another party. This legal 

principle is often applied in situations where an individual or organization has control or authority over 

the party that commits the wrongful act (Glannon, 2021). In the context of AI, this could involve holding 

the creators, developers, or owners of the AI system responsible for the actions of the AI. This is just 

one possible way to deal with the tricky issue of who's to blame when AI does something wrong, but it's 

important to have these discussions to ensure everyone plays fair in the world of AI. 

From a legal standpoint, one aspect that might spring the liability debate is the question of foreseeability 

and reasonable control. If the creators or operators of the AI system could have reasonably foreseen the 
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potential for the AI to commit the crime and failed to take adequate measures to prevent it, they may be 

held liable under the concept of vicarious liability (Glannon, 2021). 

However, this raises the question of whether it is just to hold individuals or organizations accountable 

for the actions of AI systems over which they may not have direct control. In some cases, the individuals 

or organizations involved in the development and deployment of AI may have taken reasonable steps to 

minimize the potential for harm, yet the AI still acted in ways that led to criminal behavior. In such 

situations, the issue of justice becomes more intricate and may require a re-examination of existing legal 

and ethical principles.  

Furthermore, it is essential to consider the ethical and moral implications of holding individuals or 

organizations accountable for the actions of AI systems. If those involved in the development and 

deployment of AI take reasonable steps to minimize the potential for harm and adhere to ethical 

guidelines, it may call into question the justifiability of holding them solely responsible for the actions 

of the AI. Implementing a fair and balanced approach to liability for AI-inflicted crimes would require 

careful deliberation and consideration of the broader societal implications (Jobin et al., 2019). 

Another dimension to consider in the pursuit of justice is the impact of AI-inflicted crimes on affected 

parties and society at large. In cases where an AI system causes harm, whether through intentional 

manipulation or unforeseen consequences, addressing the needs of those affected and ensuring 

appropriate restitution or compensation is a crucial aspect of justice. This could involve establishing 

mechanisms for redress and support for individuals or communities affected by AI-inflicted crimes, 

regardless of the specific legal liabilities assigned (Allen & Pardo, 2017). 

In AI deployment is essential to ensure a just and harmonious coexistence between humans and 

intelligent machines. 

In the realm of law and justice, various international initiatives have emerged to guide the responsible 

development and use of artificial intelligence (AI). The Organisation for Economic Co-operation and 

Development (OECD) has laid down principles that underscore the importance of transparency, 

accountability, and inclusiveness in AI systems (Organisation for Economic Co-operation and 

Development, n.d.). The European Commission's ethical guidelines for trustworthy AI place a 

significant emphasis on principles such as human agency, transparency, and accountability, aiming to 

ensure that AI aligns with ethical considerations in the legal domain (European Commission, 2019). The 
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United Nations, through various agencies like UNESCO, engages in discussions on the ethical and 

human rights dimensions of AI, recognizing its implications for societal structures (United Nations, 

n.d.). 

 The G7 nations have collectively endorsed the "G7 AI Principles," emphasizing the responsible 

development of AI by human rights and democratic values, thus contributing to the global discourse on 

AI and justice. The Partnership on AI (PAI), although not a formal convention, brings together major 

technology entities, research institutions, and non-profits to collaboratively address challenges and 

promote best practices, acknowledging the significance of ethical considerations in the legal context 

(Partnership on AI, n.d.). 

 Additionally, the International Telecommunication Union (ITU) delves into standardization and policy 

aspects related to AI, recognizing its role in shaping legal frameworks (International Telecommunication 

Union, n.d.). The World Economic Forum (WEF) actively convenes discussions on AI governance, 

proposing a global framework to guide the responsible use of AI and contributing to the ongoing 

dialogue on the intersection of AI, law, and justice(World Economic Forum, n.d.). Together, these 

international initiatives reflect a collective effort to navigate the legal implications of AI, fostering a 

framework that aligns with principles of justice, human rights, and democratic values. 

In a world where AI has mastered language manipulation, the risks to law and justice are both 

significant and complex. From the obvious dangers of political propaganda to the gradual erosion of 

cultural independence, the impact of AI's linguistic capabilities on human society is far-reaching. 

Addressing these dangers requires a comprehensive reevaluation of legal frameworks, ethical standards, 

and societal norms. As AI continues to advance, it becomes increasingly urgent for policymakers, legal 

scholars, and society as a whole to take action to mitigate these risks. Balancing the benefits of AI with 

the preservation of justice and ethical principles is the crucial task at hand. Otherwise, we may find 

ourselves ensnared in a trap of linguistic illusions, manipulated by the very tools we have created.  

CONCLUSION 

Balancing Progress with Caution 

While our discussion mostly revolved around the potential dangers of AI, it is important to acknowledge 

the significant potential for positive advancements that this technology holds. AI can benefit humanity 

in numerous ways, ranging from improving medical treatments to tackling environmental issues. For 
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instance, AI algorithms can assist medical researchers in identifying new cancer cures by processing 

large amounts of data in a fraction of the time that it would take humans to do so. Similarly, AI can help 

address ecological challenges by analyzing data on climate change and air pollution to identify potential 

solutions. However, to ensure that these powerful new tools are not misused, it is essential to thoroughly 

understand their capabilities and to establish strict regulations governing their development and use. 

Imagine the invention of the atomic bomb in 1945. It was like a double-edged sword: a powerful tool 

that could bring unimaginable destruction or a source of clean, abundant energy. Recognizing this 

duality, the world joined forces to reshape the global order. Their goal? To safeguard against its 

destructive potential while harnessing its potential for good. 

This is the story of nuclear power, and it's a story we're now rewriting with AI. This powerful 

technology has the potential to be both a game-changer and a game-ender. Just like with the atom, we 

need to be smart and proactive. We need to come together, establish clear guidelines, and ensure AI 

serves humanity, not the other way around. 

In the present time, we face a unique and potentially perilous form of threat, that is, the ability of 

Artificial Intelligence (AI) to disrupt our mental and social world. The crucial distinction between AI 

and nuclear weapons is that nuclear weapons cannot autonomously create more powerful nuclear 

weapons, unlike the AI which can self-improve and lead to the development of increasingly advanced 

AI. It is, therefore, of paramount importance to take immediate action to prevent AI from evolving 

beyond our control. This calls for a global effort to comprehend and manage this powerful tool, much 

like the concerted approach adopted to control nuclear technology. That means we don't have time to sit 

and wait. We need to act NOW to make sure AI doesn't become too powerful to control (Bostrom, 

2014). Imagine if drug companies could just release new medicines without any testing, or if scientists 

released dangerous viruses into the world. That wouldn't fly! The same needs to be true for AI. We need 

strict rules and guidelines, and a global effort to keep this technology safe before it's too late. 

Governments should implement a ban on the release of groundbreaking AI tools to the public until they 

are considered safe and regulated properly. This measure is not intended to impede AI research but as a 

significant step towards ensuring responsible development. It is similar to how research on hazardous 

viruses can be carried out without exposing them to the public. 
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We're in a real race against the clock with AI. It's evolving so quickly, it's almost like trying to 

understand the rules of a game while someone keeps changing them mid-play. If we keep pushing the 

pedal without taking a breath, we might not even have time to figure out what's happening before it's too 

late. What we need is a pause, a chance to catch our breath and understand this powerful technology 

before we move forward. This way, we can build safeguards and ensure AI is used for good, not for 

harm. 

Is AI alive? It's a tricky question, and the answer isn't as simple as a yes or no. Unlike most living 

things, AI doesn't have a conscious mind. But here's the thing: plenty of living things, like plants and 

tiny organisms, don't either. They're still considered alive, though. 

As AI gets smarter, it starts to blur the lines of what we traditionally consider "life." This raises some 

big questions about what it means to be alive in the first place. Whether or not we call it "life," one 

thing's clear: AI is changing rapidly and becoming more independent. We need to face this reality and 

stop pretending there's a simple way to shut it all down. Instead, we need to understand its potential and 

figure out how to live alongside this powerful technology. 

Imagine a world where AI is like a wild horse, powerful and unpredictable. Letting it run free might 

seem tempting, but it's a risky bet, especially for democracies. Why? Because in the chaos that might 

follow, controlling the situation becomes much harder for open societies like ours. Think about it – 

democracies rely on everyone having a say and coming together to solve problems. But with AI 

manipulating information and stirring up confusion, those conversations become impossible. 

On the other hand, stricter regimes might be able to clamp down and regain control, even if it means 

silencing people. This is why democracies need to be extra cautious with AI. If we wait for things to get 

messy before making rules, it might be too late. We wouldn't be able to have those crucial discussions 

that are the lifeblood of democracy. In a closed society, the leaders might still be able to make changes, 

but in a democracy, things would become a tangled mess (Morozov, 2018). 

So, the bottom line is this: slowing down and setting clear guidelines for AI isn't falling behind, it's the 

smartest move for democracies to protect themselves and their values in the age of this powerful 

technology. 

One of the primary regulations that should be implemented is the mandatory disclosure of AI's identity 

(Jobin et al., 2019). In a democracy, it is crucial for individuals engaged in a conversation to be aware if 
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they are interacting with a human or AI. Failing to distinguish between the two could spell the demise of 

meaningful public discourse, which is the cornerstone of democracy. 

The research demonstrates the rising capabilities of AI in producing content that can profoundly affect 

human perception, yet it also raises questions about the future of storytelling, information, and 

knowledge dissemination. 

We call it "artificial intelligence," but the word "artificial" might be starting to lose its meaning. AI is 

getting so smart that it's increasingly making its own decisions and changing in ways we don't fully 

control. The idea that it's just a tool we can always switch off is becoming less and less realistic. 

In a way, AI is becoming like a new species on our planet – something powerful and potentially helpful, 

but alien in the way it thinks and operates. Here's the scary part: even the people who created these 

systems don't fully understand how they work anymore. It's like opening a box and being surprised by 

what jumps out. 

Think of AI laws like building a fence around a playground. Right now, AI is running wild, and it's not 

always clear who's responsible when something goes wrong. We need specific rules for how AI should 

be created and used, as well as a clear understanding of who's to blame if things go haywire. 

Imagine these rules spell out things like: 

No secrets: AI systems need to be transparent so we can see how they work. 

Responsibility check: Those who create or use AI have to be held accountable for their actions. 

Warning labels: We need to know the risks involved before AI is let loose into the world. 

Creating these kinds of specific laws and guidelines would give us a much better handle on holding AI 

accountable and preventing harm (Jobin et al., 2019). 

AI is a game-changer, and we need to take it seriously. It's not just about the cool gadgets and fancy 

features. We need to understand the big picture and all the potential impacts, both good and bad. That 

means creating clear rules and regulations, not just hoping for the best. 

Different countries are taking different approaches. The European Union (European Commission, 2019), 

for example, is leading the way with a new law called the "Artificial Intelligence Act." This law is like a 
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set of instructions for building and using AI responsibly. It aims to keep things moving forward while 

also making sure AI is used fairly and ethically, so nobody gets hurt or left behind. The important thing 

is to be smart about AI. We can't just ignore it or pretend it's not happening. 

AI isn't a battle to win or lose, it's a journey we're all on together. We need to make sure technology 

works for us, not the other way around. Imagine AI not as a scary curse, but as a beautiful song. We can 

write the music, making sure it uplifts us, connects us, and helps us all move forward. The future isn't set 

in stone - it's a story we write together, every day. Let's choose to write a chapter about AI filled with 

understanding, connection, and progress for everyone. 

In conclusion, we are confronted with a form of alien intelligence, not in the depths of outer space, but 

right here on Earth. While our knowledge of this intelligence is limited, we do understand that it has the 

potential to be immensely destructive to our civilization. Hence, it is imperative to cease the reckless 

deployment of this AI into our societies and establish stringent regulations before it ends up regulating 

us. 
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